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New folks: welcome, we’re excited to have you!

• After 6 years of Construction, we have a massive codebase that will be 
gradually transitioning to the Operation team. Many of our developers/
engineers will also be transitioning.


• Due to this critical mass most software development practices in Rubin 
Observatory will continue unabated in Operations - many software systems 
will be continuously improved during operations


• This talk will orient you in our most key practices - it is centered on current 
Data Management practices as they are well documented and followed even 
outside DM and we expect them to carry over and even extend into other 
Ops-era departments. 


• You can find find anything I tell you in developer.lsst.io

• Individual teams and departments have their own micro-culture variations, 

if I contradict your Rubin team lead, your team lead is right.
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http://developer.lsst.io
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Open Source 
Culture
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Welcome to one of the largest open source endeavours in astronomy
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Last	year

Construction

(and that’s just Data Management)

1,276	repositories
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Open Source by requirement and by culture

• OSS-REQ-121: “All LSST-written data processing software shall 
be released under an open-source license”


• Major OSI endorsed licences okay, Pipelines is mostly GPLv3 but 
MIT, Apache, BSD etc sometimes make more sense


• Our code is on Github (the project does not run an internal code 
repository) and is public 


• github.com/lsst : main Github org, science-facing code and docs 
particularly, developer guide applies strictly


• Team orgs (lsst-dm, lsst-sqre etc) for experimental / prototype 
work, back-end services etc) but still public


• If you’re 😭: our experience in working this way has been nothing 
except positive - remember nobody out there cares about your 
code more than your coworkers and working in the open is good 
both for us and the field as it becomes a habit.
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http://github.com/lsst
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Communication

*	[Mouseover]	Anyone	who	says	they’re	great	at	communicating	but	“people	
are	bad	at	listening”	is	confused	about	how	communication	works
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Now more important than ever…

• Most day-to-day interaction happens on Slack -> workplace norms apply

• Helper apps (bots etc) also post on or are available through Slack

• community.lsst.org web forum is used for less evanescent discussions, 

announcements and outward communication towards the scientific 
community -> this largely supersedes email


• “technotes” are our git-based documentation system capture analytical and 
explanatory thinking -> this largely supersedes wikis and they are so easy 
to start and work with!! (see JSick’s talk tomorrow - highly recommended)


• …. except for Confluence which is primarily used for meeting minutes

• Technical decision making is discussed, recorded and if necessary approved 

through the Request for Comments project in JIRA

• If you’re 😭 : managing the distraction of communication is an active 

challenge for team leads and has led to Focus Fridays
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http://community.lsst.org
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Technical 

Decision 

Making

	👈	😭	
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Developer empowerment ✊ (and its limits)
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developer.lsst.io

http://developer.lsst.io
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RFC ticket workflow
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RFCs	can	be	adopted	by	the	
proposer,	or	they	can	be	
ecalated	to	the	change-
control	board


RFCs	are	commonly	escalated	
because	they	affect	APIs	or	
are	not	cost	neutral,	or	
because	they	fail	to	converge	
satisfactorily
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Request for Comments (RFC) JIRA Project
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This	is	the	kind	of	RFC	that	
gets	escalated…		
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Python
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Python at Rubin Observatory

• Python is heavily favoured across the observatory. It is the lingua 
franca even in groups where other languages are required and has led 
to shared infrastructure across subsystems


• Python 3.x has been required in DM since 2017. We have been upping 
minor versions since then to take advantage of new, powerful 
language features


• It is a core skill sought in the majority of our recruitments

• If you’re 😭: approach your team lead for help - we have supported 

people with bootcamps, book club, etc, again see developer guide
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Planning &  
Tracking Work

	👈	😭	
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2	story	points	=	1	idealised	day	of	work	=>	~	7.5	SPs	in	realistic		
week		(for	100%,	6	if	you	are	designated	as	a	scientist	etc

stories	are	contained	in	epics	and	possibly	sprints

pull	requests	are	generally	reviewed	
before	merging
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Code reviews without 😭 
• If you’re not used to a code review process it can be intimidating

• Code review is just a form of technical communication

• The infrastructure should take care of stylistic elements - as a reviewer you 

are there to mainly answer the questions:

1. Do I understand what this code does?

2. Is this code fit for purpose? (feature wise, performance wise, etc)

•  Things to avoid are nitpicking because you would have done it differently, 

and having a post-facto design review.

• If it is your code which is being reviewed:


1.It’s okay! Even our cleanest coders get comments most of the time!

2.If your reviewer can’t follow your code, that’s not a draw…


• Code review not only makes the code more maintainable, it allows you to go 
on nice, uninterrupted vacations….
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• For more information on how to develop with git, how to deal with pull 
requests, our stance on hot topics like rebasing, branch policies, as well as 
build and test processes see Tim Jenness’ talk in the Science Pipelines 
session tomorrow


• If you are infrastructure engineers and interested in deployment of 
Kubernetes services the Rubin way, see the bonus event on Friday, Christine 
Banek’s talk on deploying Rubin Science Platform services with ArgoCD


• To summarize: the best way to prepare for working with software in Rubin 
Operations without 😭  is to:


• Develop your python fluency

• Get comfortable working in git

• Hit us up on Slack

• Read the developer guide
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This talk was not a 
substitute for reading 
the developer guide
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The developer guide is a live document
• Team


• Communications


• Project documentation


• Work management


• Services: 

• Jenkins 

• LSST Data Facility
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• Development guides: 


• C++ 

• Python 

• Pybind11

• JavaScript

• ReStructuredText · 

• DM Stack · 

• Git · 

• Editors · 

• Legal · 

• User documentation style
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developer.lsst.io


HAVE FUN!! 🦄🌈


http://developer.lsst.io

